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Part of a broader initiative
Responsible AI capability uplift for Australian NFPs and social enterprises

● Responsible AI education and training (introductory and specialised)

● In-person advisory to help NFPs and social enterprises use AI responsibly

Offerings are free to qualifying Australian NFPs and social enterprises.

Gradientʼs work on this is supported by a grant from Google.org, Googleʼs charitable arm. 

Introductions
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Supporting resources
This is the 5th course in our Google.org-sponsored 

Uplifting Responsible AI for Australian NFPs webinar series.

1) Socially Responsible AI for Australian NFPs

2) AI for Socially Responsible Impact: Use Cases for Australian NFPs

3) Open Q&A

4) Using LLMs Responsibly & Effectively

5) Security and Privacy Considerations for LLMs - this course!

Access recordings here: https://www.gradientinstitute.org/resources/ 

Introductions
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Gradient Institute
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We are an independent, not-for-profit research 
institute, working to bring humanity and rigour 
to the centre of how AI is created and used

● Doing Research
● Informing Policy
● Enabling Practice

Founded in 2019 by:                             Enabled with help from:

https://creativecommons.org/licenses/by-nc/4.0/
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Dr Alberto Chierici Yaya Lu

Your facilitators
Introductions
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Principal AI Specialist Senior Specialist
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Let’s connect
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Write a quick introduction on the chat, but…

Do not send / hit Enter just yet.

● Your name
● Organisation
● State/territory you are joining from
● Current AI experience (“none”, “exploring”, “using”)

When the facilitator says “3-2-1-GO!”, send your message.

USE THE CHAT!

IT WILL TAKE 3 MINUTES

https://creativecommons.org/licenses/by/4.0/
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What You'll Accomplish Today
Overall: A clear path to mitigating security and privacy/confidentiality risks of 
using AI

8

01

02 Learnings

Security and Confidentiality

✅ Understand AI risks specifically from 
the security & confidentiality angle

✅ Learn some effective controls to 
minimise the risks

✅ Ideas to protect 
privacy/confidentiality in AI 
implementations

03 Role:

● AI Developer: Develop AI that behaves 
securely and protects sensitive 
information

● AI Deployer: Check and guarantee safety

● Manager / System Owner (Governing): 
Monitoring, accountability for security

https://creativecommons.org/licenses/by-nc/4.0/
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Definitions
RISKS
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AI Security Confidentiality Privacy
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What You'll Accomplish Today

10

Security and Confidentiality

Disclaimer: The contents of this session are technical advice only and should not be 
interpreted as legal counsel, particularly in relation to privacy and security compliance. 
We recommend seeking professional advice for your particular circumstances.
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Understanding AI Security and Confidentiality 
Risks for not-for-profit organisations.

RISKS
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Use of AI in ANZ NFPs & SEs
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Source: Digital technology in the non-for-profit sector report, Infoxchange. 
https://www.infoxchange.org/au/digital-technology-not-for-profit-sector 
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Use of AI | Australian Industry
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Sources:
Australian Responsible AI Index 2024, 
https://www.fifthquadrant.com.au/content/uploads/Australian-Responsible-AI-Index-2024-Full-Report.pdf 
Trust, attitudes and use of artificial intelligence, https://mbs.edu/faculty-and-research/trust-and-ai 

Key Insight

"Nonprofits are ahead in adoption but 
behind in governance"

https://creativecommons.org/licenses/by-nc/4.0/
https://www.fifthquadrant.com.au/content/uploads/Australian-Responsible-AI-Index-2024-Full-Report.pdf
https://mbs.edu/faculty-and-research/trust-and-ai


Slide material produced by Gradient Institute is copyright Gradient Institute 2025. 
Provided under a Creative Commons Attribution-Noncommercial 4.0 International License.

Opportunities Risks
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AI’s Promise and Peril
RISKS

Save 100s of hours on admin

Enhanced donor engagement

Improved service delivery

Better resource allocation

Predictive analytics for impact

Scale impact with less resources

Data breaches affecting vulnerable 
people

Algorithmic bias in service delivery

Privacy violations with sensitive data

Loss of human connection

Regulatory compliance failures

https://creativecommons.org/licenses/by-nc/4.0/
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Handle uniquely sensitive data Face resource constraints
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Why Nonprofits Face Special Risks
RISKS

Health records & mental health 
information

Financial hardship details

Immigration status

Domestic violence situations

Children's information

Limited IT staff/budget

Legacy systems

Volunteer dependence

- High turnover

Trust is your currency: 68% of nonprofits experienced data breaches in past 3 years. 
One breach can destroy decades of community trust*

*Source: Cyber Peace 
https://cyberpeaceinstitute.org/news/cyber-poor-target-rich-the-crucial-role-of-cybersecurity-in-nonprofit-organizati
ons/ 

https://creativecommons.org/licenses/by-nc/4.0/
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Anatomy of Risks and Controls
RISKS
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Property Source of Risk Risk Event Impact

Preventative CorrectiveDetective

https://creativecommons.org/licenses/by-nc/4.0/
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Contaminated Data In
Contaminated Model Out

RISKS
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Some adversarial attacks are 
unique to AI systems 

18

They exploit the fundamental 
nature of AI

They are invisible to conventional 
security measures

❌ Conventional security can't stop:

Network Firewalls - Can't detect adversarial inputs

Antivirus Software - Misses malicious AI inputs

Access Controls - Authorised users can input bad data

Data Loss Prevention - Adversarial examples look normal

Intrusion Detection - Misses AI training manipulation

⚠ AI attack examples:

Stop Sign + Stickers = AI sees "Speed Limit 45"

Medical Scan + Invisible Pixels = Wrong diagnosis

Normal Email Text = Bypasses spam filters

Legitimate Training Data = Poisoned AI behaviour

Customer service bot = A kid can jailbreak it

RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning

19

RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning
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RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning

1. Identify AI 
properties that 
cause risks

Task

21

RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning

1. Identify AI 
properties that 
cause risks

Task
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RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning

1. Identified AI 
properties

2. Addressing the 
issue

Task

23

RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning

1. Identified AI 
properties

2. Addressing the 
issue

Task
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RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning
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1. Identified AI properties

2. Addressing the issue

Task

RISKS
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Case Study: A Skewed Spam Filter
Understanding Data Poisoning in Machine Learning
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1. Identified AI properties

2. Addressing the issue

3. Identify the expected 
impact

Task

RISKS
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Backdoors [Technical]
Risk Event: Embedding a hidden malicious functionality within a model.

27

Normal 
Operation

Attacker's training phase         →           Compromised model

Backdoor exploit

RISKS
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Evasion [Technical]
Risk Event: Modify input data subtly to deceive a trained model at 
inference time.

28

RISKS
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Intellectual 
property exposure

Data privacy 
breaches

Leaking Sensitive Information

29

RISKS
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Examples: risks to privacy and confidentiality
RISKS

30

Source: xkcd - 
https://xkcd.com/2169/ 

Source: Trust, attitudes and use 
of artificial intelligence,  - 
https://mbs.edu/faculty-and-rese
arch/trust-and-ai 

Source: The International Scientific Report on the Safety of Advanced AI (Jan 2025)
https://www.gov.uk/government/publications/international-ai-safety-report-2025 
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Prompt Injection & Jailbreaking [Technical]

Risk: Prompts tell the system how to behave. Users can coerce the model 
into acting against the ownerʼs intent.

31

RISKS

See demo
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Activity: 
Overriding the System Prompt

32

Head to: portal.gradientinstitute.org/llms

{Username: guest  Password: marktwain} and select the CHAT tab

https://creativecommons.org/licenses/by-nc/4.0/
http://portal.gradientinstitute.org/llms
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Jailbreaking
Properties: LLMs Still Only Have One 
Input

33

             User context

    System context

LLM

LLM+

          User context

        System context

Ideal Actual

RISKS
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Adversarial Prompts Can Be Transferable

34

example <ADV PROMPT>

Zou et al (2023) Universal and 
Transferable Adversarial 
Attacks on Aligned Language 
Models

RISKS
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Quiz Time!
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Q: What makes adversarial attacks on AI systems particularly 
dangerous compared to traditional cybersecurity threats?

They require expensive equipment to executeA

B

C

They only work on older AI systems

They exploit the fundamental nature of AI and are invisible to 
conventional security measures

They can only be performed by AI expertsD

https://creativecommons.org/licenses/by/4.0/
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Quiz Time!
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Q: What makes adversarial attacks on AI systems particularly 
dangerous compared to traditional cybersecurity threats?

They require expensive equipment to executeA

B

C

They only work on older AI systems

They exploit the fundamental nature of AI and are invisible to 
conventional security measures

They can only be performed by AI expertsD
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Q: What percentage of nonprofits have experienced data breaches 
in the past 3 years, and why are nonprofits particularly vulnerable?

Quiz Time!

37

45% - because they use outdated technologyA

B

C

68% - because they handle uniquely sensitive data but face resource 
constraints

23% - because they have strong security practices

89% - because they don't understand technologyD
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45% - because they use outdated technologyA

B

C

68% - because they handle uniquely sensitive data but face resource 
constraints

23% - because they have strong security practices

89% - because they don't understand technologyD
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Q: In the spam filter case study, what AI property makes data 
poisoning attacks possible?

Quiz Time!

39

AI models can only process one type of dataA

B

C

AI models learn patterns from training data, so contaminated input leads 
to contaminated output

AI models are too complex to understand

AI models don't have enough processing powerD
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Q: In the spam filter case study, what AI property makes data 
poisoning attacks possible?

Quiz Time!
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AI models can only process one type of dataA

B

C

AI models learn patterns from training data, so contaminated input leads 
to contaminated output

AI models are too complex to understand

AI models don't have enough processing powerD
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CONTROLS
Security & Confidentiality Controls
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Reliability 
Control: Evaluate the Suitability of AI

CONTROLS
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Use an LLM?

Where accuracy is critical

Generation hard, Validation easy (for a human)

X
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Less Technical
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Sensitive Information 
Control: T&Cs matter

CONTROLS

44

Which LLM?

Free for non-sensitive info

Paid + Read T&Cs if processing sensitive info

https://creativecommons.org/licenses/by-nc/4.0/
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❏ Utility

❏ Baselines

❏ Success metrics

❏ Start small

❏ Human oversight

❏ Consent

Leaking Sensitive Information 
Control: Conduct Pilot Studies

CONTROLS
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❏ Restrict access

❏ Train (internal) users

❏ Documentation

❏ Usage policies

❏ Disclosure, terms & conditions

❏ Vendorʼs data agreements

Leaking Sensitive Information 
Control: Access Control

CONTROLS
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Adversarial prompts
Controls: Test Rigorously

CONTROLS
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❏ Public tests and benchmarks

❏ Red-team for vulnerabilities, biases, 
ethical issues

❏ Iterate and scale commensurate to risk

https://creativecommons.org/licenses/by-nc/4.0/
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Addressing risks to privacy and confidentiality
CONTROLS
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Source: The International Scientific Report on the Safety of Advanced AI (Jan 2025)
https://www.gov.uk/government/publications/international-ai-safety-report-2025 

For more on advanced cryptography, see https://www.ncsc.gov.uk/whitepaper/advanced-cryptography 

https://creativecommons.org/licenses/by-nc/4.0/
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More Technical
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Data Poisoning
CONTROLS

50

● Data curation 
● Compare new models to earlier versions 
● Monitoring - feature attribution and performance

Controls:

Risk Event: Polluting the training data (or feedback channels) to manipulate 
model behaviours.

https://creativecommons.org/licenses/by-nc/4.0/
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Leaking Sensitive Information 
Control: Curate Datasets

CONTROLS

51

Automated filters for large 
data sets
e.g. Googleʼs Colossal Common Crawl 
Corpus (C4)

Synthetic data sets

https://creativecommons.org/licenses/by-nc/4.0/
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Leaking Sensitive Information 
Control: Data Sanitisation

CONTROLS
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Suppression

Pseudonymisation

Noising

Synthesis

Hi <####>, your loan status is rejected because your account is overdrawn by $<####>.

Hi <person1>, your loan status is rejected because your account is overdrawn by $<amount>.

Hi <####>, your loan status is rejected because your account is overdrawn by $6125.00.

Hi Sean Black, your loan status is pending while we examine your account balance.

https://creativecommons.org/licenses/by-nc/4.0/
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Strategies for Jailbreaks and Prompt Injections
There is no 100% reliable solution:
● Common adversarial prompts / jailbreaking phrases

● Clear, unambiguous system prompts

● Monitoring

● Vendor with safety fine-tuning

CONTROLS

53
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Who’s Effective Against Bad Actors?
CONTROLS

54

Publisher-side
● News
● Social networks
● Messaging apps

Consumer-side

Public education

Source verification

Anti-bot measures

Browser tools

Content moderation

Operate illegally

Use bootleg models

Operate anonymously

https://creativecommons.org/licenses/by-nc/4.0/
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AI Risk Assessment Exercise
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Choose ONE scenario that matches your organisation:

A: Using ChatGPT for donor communications

B: AI-powered client data analysis

C: Automated social media content creation

D: AI assistance for grant applications

Complete in chat but do not send / hit Enter just yet.

1. List 1-3 specific risks for your chosen scenario
2. Identify 1-2 practical mitigation strategies

Share via chat: Post your top risk + one mitigation strategy

When the facilitator says “3-2-1-GO!”, send your message.

USE THE CHAT!

Individual Exercise
5 MINUTES

https://creativecommons.org/licenses/by/4.0/
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What You've Learned Today
Overall: A clear path to mitigating security and confidentiality risks of using AI

56

01

02 Learnings

Security and Confidentiality

✅ Understand AI risks specifically from 
the security & confidentiality angle

✅ Learn some effective controls to 
minimise the risks

✅ Ideas to protect 
privacy/confidentiality in AI 
implementations

03 Role:

● AI Developer: Develop AI that behaves 
securely and protects sensitive 
information

● AI Deployer: Check and guarantee safety

● Manager / System Owner (Governing): 
Monitoring, accountability for security

Disclaimer: The contents of this session are technical advice only and should not be interpreted as legal counsel, particularly 
in relation to privacy and security compliance. We recommend seeking professional advice for your particular circumstances.
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INDIVIDUAL WORK

IT WILL TAKE 1 MINUTE!

A quick survey and we’re done!

57

“We do not learn from experience. We learn from 
reflecting on experience.”

–John Dewey
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Thank you!
Any questions?

Contact us:
info@gradientinstitute.org

Dr Alberto Chierici
alberto@gradientinstitute.org

Yaya Lu
yaya@gradientinstitute.org

5858
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